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ABSTRACT
Deep learning is skilled at learning representation from raw
data, which are embedded in the semantic space. Traditional
multimodal networks take advantage of this, and maximize
the joint distribution over the representations of different
modalities. However, the similarity among the representa-
tions are not emphasized, which is an important property
for multimodal data. In this paper, we will introduce a nov-
el learning method for multimodal networks, named as Se-
mantic Similarity Learning (SSL), which aims at training
the model via enhancing the similarity between the high-
level features of different modalities. Sets of experiments
are conducted for evaluating the method on different mul-
timodal networks and multiple tasks. The experimental re-
sults demonstrate the effectiveness of SSL in keeping the
shared information and improving the discrimination. Par-
ticularly, SSL shows its ability in encouraging each modali-
ty to learn transferred knowledge from the other one when
faced with missing data.

Keywords
Multimodal learning, semantic similarity, deep learning

1. INTRODUCTION
In the real world, information can be expressed in various

kinds of modalities. Typically, images usually come with as-
signed accompanying tags for describing the same content,
regular speech contains audio signal and corresponding lip
movements, and environment can be described in both im-
age and 3D depth. These modalities can jointly provide
more valuable information than single modality, thus lots of
tasks, including image-tag retrieval [14] and speech recogni-
tion [6], take consideration of multimodal input.
For each multimodal task, as data modalities generated

from the same event are processed in different manners, they
own distinct statistical properties which make it difficult to
capture patterns across them. Recently, multimodal deep
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networks have been proposed to learn the shared representa-
tion across data modalities after learning each modality with
single deep network, which takes advantages of the efficiency
of deep network in producing useful representation for im-
age, audio, and text [2]. In such multimodal networks, the
generated features from different modalities are considered
semantically relevant. Actually, as they share similar seman-
tic information of the same entity, the association among
data modalities can be enhanced and provide more valuable
information for each one, especially in the case of missing
modality. However, this property is not fully explored just
by maximizing the joint distribution over modalities in the
previous multimodal networks [11, 14, 7], so that the shared
representation is easily affected by specific property of single
modality and can not be held.

In this paper, we propose a novel learning algorithm for
multimodal networks, which encourages the learned repre-
sentation to keep the shared semantic information across
modalities (e.g. audio, video, and text) and reduce the in-
terference from specific modality. Specifically, as the gener-
ated high-level features of modalities are usually considered
to have similar semantic, they should have similar contribu-
tion for the shared hidden layer. Based on this, we compare
the hidden units activated by each modality, and enhance
the semantic similarity by reducing the difference between
them, which is named as Semantic Similarity Learning (SS-
L). To measure the similarity among modalities in different
views, several functions are attempted, and the constituted
algorithm is performed with multiple multimodal networks
in several multimodal tasks. As expected, SSL keeps, even
enhances the shared representation, which results in more
discriminative representation. Besides, our algorithm shows
its effectiveness in dealing with missing modality with the
help of learned transferred knowledge.

In the following sections, we first survey the related work
about multimodal deep networks in Section 2. In Section 3,
we present our proposed learning algorithm for the networks.
We then valid the algorithm on different tasks with audio,
image, and text in Section 4. Section 5 concludes this paper.

2. RELATED WORK
In recent years, deep learning methods have performed its

effectiveness in feature learning. And the features generat-
ed from multimodal networks are considered semantically
correlated [14]. In the early work of multimodal deep learn-
ing, Ngiam et al. [11] proposed a framework that learns the
layers of modality-specific network firstly. Then the shared



representation across the generated features of modalities
are jointly learned using higher networks. Finally, the w-
hole network is fine-tuned to minimize reconstruction errors
of both modalities. This kinds of network is called Multi-
modal Deep Auto-encoder (MDAE). Different from the fu-
sion strategy above, Andrew et al. [1] proposed Deep Canon-
ical Correlation Analysis (DCCA) which measures the linear
correlation between generated representations from each s-
ingle network. They find that deep networks have the ability
to transform complex nonlinear data into highly linear cor-
relation and make them share more semantic information.
Recently, Wang et al. [16] made a comparison between M-
DAE and DCCA, and attempted to combine them into a
kind of Deep Canonical Correlation Autoencoder (DCCAE)
that is expected to have advantages from both sides. But
the simple combination has weakness in emphasizing the
shared representation with the help of semantic similarity.
Besides, Shu et al. [12] presented a multimodal framework
to translate cross-domain knowledge based on the generat-
ed representations, but they used weakly parameter-shared
setting instead of the general joint learning. This framework
is more flexible but easier influenced by domain-specific fea-
tures due to the relaxed constraint for parameters [12].

3. SEMANTIC SIMILARITY LEARNING
In this section, we first explore the property of the tradi-

tional Maximum Joint Likelihood Learning (MJLL) on the
shared representation learning, then introduce our proposed
learning method.

3.1 Multimodal Learning
The standard multimodal network is a modification of Re-

stricted Boltzmann Machine (RBM), which is an undirected
graphical model that defines a probability distribution of
the generated features of different modalities using shared
hidden layers [6], named as Multimodal RBM (MRBM1).
The traditional MJLL for MRBM is to maximize the joint
distribution over the high-level features of modalities, which
contains not only the conditional likelihood across differen-
t modalities but also the likelihood of each modality [13].
Although the shared information exists in both modalities
is more credible than the single modality, MJLL has weak-
ness in keeping the shared information under the influence
of specific modality.
To further explore the effect of single modality on the

shared layer of MRBM with the MJLL training, we adopt
the general multimodal task, Audiovisual Speech Recogni-
tion (AVSR), which makes use of the information from both
audio and visual modalities for recognition. Inspired by de-
noising auto-encoders [15], we separately take audio and vi-
sual representation as the input to the MRBM and set the
other one zero at testing time. Meanwhile, we also take the
concatenation of them as the inputs as usual. Fig. 1 shows
the activation state of the shared hidden units of MRBM.
It’s clear to find that both modalities have activated simi-
lar hidden units, which confirms the shared information be-
tween them, so that they have nearly common influence on
the shared representation, as shown in Fig. 1(c). However,
there’re also some units a bit different from them. To be spe-
cific, these units are separated into four groups with different

1Detailed presentation can be found in the supplementary
material.

(a) (b) (c)

Figure 1: Visualization of activation state of the hid-
den units of MRBM with different inputs to the
visible layer after MJLL learning. (a) Only audio
modality. (b) Only visual modality. (c) Both au-
dio and visual modality. The unit in complete white
means fully activated state. Best viewed in color.

colors. In these groups, different modalities have opposite in-
fluences on the shared representation. This is because some
modality-specific properties are not relevant. For example,
the shape size of mouth when a person is speaking or pro-
nouncing a certain letter has little correlation with the cor-
responding voice. In fact, these cases may make the shared
representation confused as described above, which should be
penalized to keep the shared information across modalities.
In this paper, we propose to learn the shared representation
via reducing the differences between the high-level features
based on the MJLL with the perspective of semantic similar-
ity, which actually encourages the shared representation to
keep the common information across modalities and reduce
the influence from specific modality.

3.2 Objective Function
Suppose that x and y are the high-level representations

obtained from two modality-specific networks. Let Hx ∈
Rm×n and Hy ∈ Rm×n denote the activation results of hid-
den layer h of the two modalities in MRBM framework,
where m is the number of hidden units and n is the size
of training set. They are used to evaluate the contribution
of each modality to the shared representation, which should
be similar. In this case, the goal is to enhance the similar-
ity over Hx and Hy, therefore, the objective function for
MRBM becomes

minimize{Wx,Wy ,bx,by ,bh}
− log p (x,y) + λ sim(Hx,Hy),

(1)

where Wx is a matrix of pairwise weights between elements
of x and h, and similar for Wy. bx, by, bh are bias vectors
for x, y, and h, respectively. And λ in Eq. 1 is a regu-
larization constant. The regularization (i.e. sim(Hx,Hy),
the similarity function) is a penalty to traditional objective
function, which provides convenient fashion to control the
similarity between the high-level representations of modal-
ities. As the activation value of hidden units is between 0
and 1 when using the sigmoid activation function, it is intu-
itive to employ the cross-entropy to measure the similarity
as follows,

sim (Hx,Hy) = H(Hx ∥ Hy)

= −
∑
j,k

[
Hx

jk logH
y
jk + (1−Hx

jk) log(1−Hy
jk)

]
. (2)

Note that the cross-entropy is not symmetry, that is H(Hx ∥
Hy) ̸= H(Hy ∥ Hx), so we also take the second form and



make comparison between them.
As CCA is a standard statistical method to find a linear

correlation of two kinds of data [5], we also employ it to
measure the similarity via the following general solution to
CCA [10],

sim(Hx,Hy) = −corr(Hx,Hy) = −∥T∥tr, (3)

where T =
∑−1/2

xx

∑
xy

∑−1/2
yy , and ∥·∥tr is the matrix trace

norm.
∑

xx and
∑

yy denotes the auto-covariance of Hx

and Hx, respectively. And the cross-covariance
∑

xy is over

{Hx,Hy}. Finally, both the cross-entropy and CCA are
treated as the similarity functions and considered in this
paper.
For the optimization of Eq. 1, the gradient of the regu-

larization term is performed based on batch-size following
the Contrastive Divergence (CD) algorithm [4]. Due to s-
pace limit, we defer the details about the optimization to
supplementary material. And we summarize the learning
procedure in Algorithm 1.

Algorithm 1 SSL algorithm for MRBM

1: Initialize model parameters.
2: Update the parameters with respect to each modality

{x,y} using CD learning rule.
3: Update the parameters using the gradient of the regu-

larization term3.
4: Repeat above steps 2 and 3 until convergence or K steps.

4. EXPERIMENTS
In this section, we conduct sets of experiments for evaluat-

ing the SSL. Various kinds of modalities are experimented,
including image, audio, and text. And for all the experi-
ments, the parameter λ is fixed at 0.1 that is chosen from
{10, 1, 0.1, 0.001, 0.0001} and has been validated in the ex-
periments.

4.1 Toy example
We first make a simple experiment on the MNIST hand-

written digit recognition dataset [9], which consists of 60,000
train images and 10,000 test images. The 28× 28 matrix of
pixels in the original image is split into left and right part,
treated as two modalities as in [1, 13]. Full image (left +
right) is for both the training and testing, but we also test
the algorithms with the single part. Table 1 shows the recog-
nition errors obtained with different learning methods. Al-
though the error of SSL is a little higher than MJLL in the
case of full image input, it shows noticeable decreases for
each single modality input, especially the SSL with cross-
entropy function. Specifically, the improvements of error
may come from the more exact gradient of MJLL with Per-
sistent CD (PCD) compared with SSL that uses CD method.
Nevertheless, we consider that the enhanced shared repre-
sentations in SSL provide each modality more reliable dis-
criminative information via the learned parameters and lead
to the above decreases.

3The bias term has little influence on the activation of hid-
den units for MRBM in the experiments, so only the weight
terms are considered in this case.

Table 1: The recognition error (%) obtained with
different learning methods of MRBM on the MNIST
dataset.

Method
Similarity

function
Left+Right Left Right

MJLL [7] - 1.57 14.98 18.88

SSL

H(Hx ∥ Hy) 1.73 11.93 15.87

H(Hy ∥ Hx) 1.64 11.98 18.31

corr(Hx,Hy) 1.78 13.23 16.20

Table 2: The classification results (MAP) on the
MIR-Flickr dataset. Both MJLL and SSL are im-
plemented based on the MDBN.

Method
Similarity

function
Text+Image Image

MJLL [14] - 59.77 45.78

SSL

H(Hx ∥ Hy) 59.84 46.78

H(Hy ∥ Hx) 59.8 47.74

corr(Hx,Hy) 60.29 53.29

4.2 Image-text
In this experiment, we employ the MIR-Flickr Data set [8]

to evaluate our method in the multimodal classification task.
The dataset consists of 1 million images and correspond-
ing user assigned tags from the photograpy website Flickr.
Among the images, 25,000 are annotated for 24 potential
topics and 14 strict category labels. We use the same vi-
sual and text features and follow the pre-processing in [14],
where the image feature is processed into zero-mean and
unit variance for each dimension and the text feature is
represented using a word count of the 2000 most frequen-
cy tags. We use the random selected 15,000 for training and
the rest 10,000 for testing. The performance metric adopts
the Mean Average Precision (MAP). As for the model archi-
tecture, modality-specific deep network of [3857, 1024, 1024]
and [2000, 1024, 1024] are built for image and text, respec-
tively. And the shared hidden layer of MRBM consists of
2048 units. Thus, the network is truly a Multimodal Deep
Belief Network (MDBN) [14].

Table 2 shows the MAP obtained by different learning
methods in the cases of different inputs at testing time, i.e.,
multimodal input (image+text) and unimodal input (im-
age). The proposed SSL outperforms the MJLL in all the
settings. There are two points we should pay attention to.
First, the improvement in the unimodal case is much higher
than the multimodal case, that maybe come from the same
reason as the toy example. The added regularization term
reduces the uncertain parts and enhances the shared parts at
the high-level representation of image modality, even makes
the image network learn some transferred knowledge from
text modality. Second, the CCA function performs much
better than the other two, which may result from the effi-
cient subspace learning of CCA, in which the image and text
representations are embedded into highly linear correlation.

4.3 Audio-video
The last sets of experiments are conducted for AVSR,

which is an interesting multimodal task. Two datasets are
employed for testing, one is AVLetters2 [3] and the other is



Table 3: Audiovisual speech classification perfor-
mance (accuracy) implemented by different learning
methods on two datasets.

Dataset Method
Similarity

function
AV A

AVLetters2

MJLL[11] - 59.89 70.88

SSL

H(Hx ∥ Hy) 68.68 74.18

H(Hy ∥ Hx) 64.28 73.62

corr(Hx,Hy) 70.88 75.82

AVDigits

MJLL[11] - 58.89 63.89

SSL

H(Hx ∥ Hy) 63.89 71.07

H(Hy ∥ Hx) 60.00 70.56

corr(Hx,Hy) 70.00 71.11

AVDigits [6]. AVLetters2 is about reading letters from A to
Z, spoke by five people, seven times for each letter. Letters
spoken by four people are for training and the rest one is
for testing. Different from AVLetters2, AVDigits is about
speaking digits from 0 to 9, spoke by six people, nine times
for each digit. Letters spoken by four people are exploited
to train and the rest two are exploited to test. Both datasets
provide raw audio record and captured mouth movements.
The audio and visual data are preprocessed, respective-

ly. We extract the spectrogram of the audio signal with
20ms hamming window and 10ms overlap. Then the ob-
tained spectral coefficient is reduced to 50 dimensions using
PCA whitening. As for the visual signal, the mouth shape
is reshaped to 60 × 80 pixels and reduced to 100 principal
components using PCA whitening as well. 4 audio frames
and 1 video frame (almost the same duration) are used as
the inputs to the networks. In this task, the MDAE frame-
work [11] is chosen as the experimental network that is com-
monly used in AVSR.
In Table 3, we show the accuracy of different learning

methods applied to the MDAE network, where the multi-
modal (audiovisual) and unimodal (audio) input setting are
employed. There are three points we should pay attention
to. First, similar to the above experimental results, the SSL
outperforms the MJLL method on all the settings, which
confirms the effectiveness of it in multimodal learning. Sec-
ond, the SSL with cross-entropy of H(Hx ∥ Hy) performs
better than H(Hy ∥ Hx), this is because the former is to
force the visual modality to fit the expectation of the more
reliable audio signal, which makes the shared representation
more discriminative. Third, we also note that the audiovi-
sual modality performs worse than single audio information.
This is because the visual modality lowers the performance,
which is a common situation [11]. But we can significantly
reduce the gap between them via emphasizing the similar
semantic, as shown in Table 3.

5. CONCLUSION
In this paper, we present a novel learning method for mul-

timodal network in terms of the semantic similarity between
the high-level representation of modalities. The conduct-
ed sets of experiments show that our method has remark-
able improvements over traditional method on various mul-
timodal deep networks. More importantly, the association
among different modalities ( i.e., image, audio, and text) are
all enhanced, which demonstrates the efficient generalization

of the method. But the learning is performed just in the M-
RBM layers, a better solution may be found by searching
the entire deep networks and inferring the modality-specific
network with the SSL objective. Thus, a whole learning
method of the multimodal deep networks should be derived
in the future work.
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